Abstract—To deal with the conflict between limited radio resources and dramatic growth of wireless traffic, wireless network virtualization (WNV) is proposed as an efficient network sharing solution in 5G era. In this paper, we propose a multi-time-scale hierarchical model for WNV, which consists of primary users (PUs) with low latency requirement, secondary users (SUs) with high data rate requirement and tertiary users (TUs) without strict QoS requirement, such as M2M communications. The resource allocation scheme is decomposed into inter-slice subchannels pre-assignment in large time period and intra-slice subchannels and power scheduling in small time slot. In large time period, the subchannels pre-assignment problem is formulated as an integer optimization problem considering the requirement of PUs, SUs and TUs. In small time slot, the subchannels and power scheduling of PUs is formulated as a mixed optimization problem with integer variables, for which we adopt Lyapunov drift-plus-penalty function with tradeoff factor $\gamma$ to transform the problem into a Lyapunov optimization problem and propose a two-step algorithm consisting of a heuristic subchannel assignment procedure and a fast barrier based power allocation procedure. SUs access spectrum in a static manner and TUs access spectrum in a cognitive way. Simulation results show that our proposed algorithm achieves great performance in terms of users’ performance with almost linear computation complexity.
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I. INTRODUCTION

Wireless traffic has experienced explosive growth in recent years. As reported in [2], mobile data traffic will go through a sevenfold increase between 2016 and 2021, among which machine-to-machine (M2M) communications grow more dramatically. In addition, broadband speeds will nearly double by 2021 and 5G wireless networks need to satisfy a wide range of subscribers with various communication requirements in terms of latency, throughput, energy efficiency, scalability, security, etc [3–6].

To solve the imbalance between limited wireless resources and increasing demand of users, an efficient network sharing mechanism is promising by allowing infrastructure and radio resources shared among wireless users in 5G era [7]. Wireless Network Virtualization (WNV) was proposed in recent years as a promising network sharing framework by isolating network resources, e.g., WNV can be described as a mechanism in which physical network resources, such as physical infrastructure, wireless spectrum, energy, and antennas are virtualized and sliced into multiple slices which are isolated from each other [8]. In the WNV, infrastructure provider (InP) and mobile virtual network operators (MVNOs) play different roles for network sharing. InP is responsible to virtualize their infrastructure and radio resources into slices and assign them to different users sectors. In each slice, MVNO leases the virtual resources to their subscribers.

In WNV, current schemes can be classified into central schemes and distributed schemes. In central schemes [9], the InP plays a central role who directly virtualizes resources and assigns virtual resources to end users. In distributed schemes [10], the InP virtualizes resources into different slices and assigns these slices to different users sectors, and the MVNO of each slice allocates virtual resources to its users, which decomposes the virtual resource assignment problem into a hierarchical problem [11].

In this paper, we propose a multi-time-scale hierarchical model for WNV, which consists of primary users (PUs), secondary users (SUs) and tertiary Users (TUs) as shown in Fig. 1. The InP assigns part of the spectrum to PUs sector for a given geographic area and time period, within which no SUs and TUs are allowed to access. Then, the InP assigns part of the spectrum unutilized by PUs to SUs sector for a given geographic area and time period, within which no TUs are allowed to access. TUs can access any frequency band that is not assigned to PUs and SUs for a given geographic area and time period, as long as the specific band is idle. The spectrum resources virtualized and assigned to PUs, SUs and TUs sectors are named as PU slice, SU slice and TU slice respectively. The PU slice provides service for PUs with low-latency QoS requirement, the SU slice provides services for SUs with high transmission data rate QoS requirement, and the TU slice provides services for TUs with a large number of local and temporary transmissions with no strict QoS requirement in capacity, latency, and reliability, such as massive IoT communications in the 5G era.

We develop a hierarchical resource allocation scheme with two time scales. In large time period, the InP virtualizes spectrum band resources into three slices and assigns them to PUs, SUs and TUs sectors respectively. In small time slot, MVNOs in PU slice allocate subchannels and power to end users to maximize the total utility while guaranteeing their...
QoS requirement. SUs access the subchannels in a static manner due to their stationary packets rate. In TU slice, we integrate a bunch of users in a specific frequency band. Each TU receives guiding information from the inter-slice subchannels allocation result and then accesses idle spectrum band opportunistically based on “listen-before-talk” scheme. Our contributions are summarized as follows:

- We propose a two-time-scale hierarchical scheme to reduce the complexity of the resource assignment task and increase independence among different slices effectively, where InP virtualizes spectrum resources into PU, SU and TU slices in large time period, and at the beginning of each small time slot, MVNOs of PU slice assign subchannels and power to users to maximize total utility. SUs access the subchannels in a static manner and TUs access subchannels with the guidance of spectrum sensing result.
- To guarantee the network stability and balance the tradeoff between the network stability and the objective network performance with low complexity, we introduce Lyapunov drift-plus-penalty function with control parameter $V$ to derive the tradeoff as $O\left(\frac{1}{V}\right), O(V)$.
- In TU slice, we integrate a bunch of TUs in one subchannel search of them can access subchannel opportunistically by cognitive radio to achieve a tradeoff between flexibility and reliability.
- To tackle the mixed optimization problem with integer variables, we propose a two-step process consisting of a heuristic subchannel assignment scheme and a fast barrier method for power allocation with nearly linear complexity.

The rest of the paper is organized as follows. Section II is the related work. In Section III, we present system model and formulate a mixed integer optimization problem. In Section IV, we transform the original optimization problem into a Lyapunov optimization problem by using Lyapunov drift-plus-penalty function, for which we introduce a heuristic subchannels assignment scheme and a fast barrier method for power allocation. Simulation results are provided in Section V and we conclude the paper in Section VI.

II. RELATED WORK

Network slicing has attracted much attention in both academia and industry. 5G white paper gives several scenario examples providing different types of services to users with specific case including smart phones with high-throughput requirement, IoT communication requiring low-rate non-critical service and real-time communication asking for low latency [12]. Some works have implemented WNV customized for specific scenario. [13] supports the requirement of vehicle-to-everything services, which improves transport fluidity, safety, and comfort on the road. And [14] supports network slicing for IoT services with high data rate, numerous devices connection and low service latency requirement.

With diverse users’ QoS requirements, specific optimization problems are proposed for given user scenarios. [15] gives a comprehensive survey on delay-aware control problem with several objectives and constraints including effective bandwidth, network stability, data drop rate, delay, power requirements and then implements Lyapunov stability drift approach and distributed stochastic learning to deal with the optimization problem. [9] proposes a joint power and subcarrier allocation problem to confirm queue stability with Lyapunov drift-plus-penalty algorithm. In [16], the authors aim to optimize energy efficiency with constraints on power consumption, queue stability and QoS requirement, and then transform the initial optimization problem via Lyapunov optimization approach with tradeoff factor $V$ to trade off energy efficiency and delay and solves the optimization problem by Lagrange dual decomposition method. [17] allocates resources with backhaul constraints for InP and the users’ QoS requirement for wireless virtualization network.

As for slicing resources, [18] classifies the facet of slicing into three different level: spectrum-level, infrastructure-level and network-level. [19] virtualizes power and spectrum and employs game-theory based schemes to solve the wireless resource allocation problem, while [20] proposes a hierarchical matching game-based scheme to satisfy efficient sub-channel allocation. [21] proposes a novel virtual network embedding model to allocate three dimension resources consisting of computing, network and storage, and proposes two heuristic algorithms to solve the virtual network resource allocation problem. [22] optimizes joint power, sub-carrier and antenna allocation problems for both perfect and imperfect channel knowledge cases.

Due to diverse QoS requirements of users’ in wireless virtualization network and diverse type of slicing resources, several solution approaches are proposed to maximize the utility of resource allocation problem. Therein, [23] proposes a network slicing game where each slice tenant reacts to other tenants’ decision to maximize its own utility. [24] proposes a mobile traffic forecasting model consisting of traffic analysis and predictor of mobile traffic, admission control decisions for network slice requests and adaptive correction of the forecasted mobile traffic load. [25] adopts auction theory
to create business models for heterogeneous scenario in the WNV.

Though quite a few works have discussed different issues facing the WNV, as far as the authors have known, the priority of users of different slices is not considered, which is the focus of this work. Besides, since the number of users in specific sector is stable, we assign the resource allocation task to InP and MVNOs to increase efficiency by introducing multi-timescale hierarchical scheme. To solve the NP-hard optimization problem for PU and SU slice, we propose a fast barrier method with nearly linear complexity.

III. System Model

We consider an OFDM system with three types of users, i.e., PUs, SUs and TUs. For each time period $T$, total $L$ subchannels are virtualized into three network slices according to the current user requirement, serving PUs, SUs and TUs, respectively. Within a time period, each slice manages its own subchannels for each time slot, by using centralized scheduling schemes or distributed cognitive radio techniques. We denote by $L_p$, $L_s$ and $L_t$ as the number of subchannels allocated to the PU slice, the SU slice and the TU slice, respectively.

A. Primary User Model

PUs are low-latency users with strict packet delay constraint, e.g., self-driving vehicles, medical equipments and industrial IoT devices. For simplicity without losing generality, we consider the downlink transmissions.

1) Large Time Period: We assume that the PU packets arrive at a Poisson process with arrival rate $\lambda_p$, and all packets are buffered within the network with an unlimited buffer size. The service rate of PU slice is given by $L_p/\mu_p$, in which $\mu_p$ represents the capacity of each PU subchannel. Due to the multiplexing gain, the spectrum efficiency increases with the number of subchannels. For simplicity, we assume that

$$\mu_p = o \log (1 + \beta L_p)$$

in which $\alpha$ and $\beta$ are scaling factors. Thus, the service rate of the PU slice is given by

$$\mu_p (L_p) = L_p o \log (1 + \beta L_p)$$

Therefore, PUs packets arriving and serving process can be formulated as an $M/M/1/\infty$ queueing system with arrival rate $\lambda_p$ and service rate $\mu_p$. To ensure the occupation rate $\rho_p = \lambda_p/\mu_p < 1$, we assume the total subchannels $L$ is enough such that $\lambda_p < \mu_p L$. For any PU packets arriving at the queue, the probability that there are $n$ packets in the system is given by

$$p_n = (1 - \rho_p) \rho_p^n, n \geq 0.$$  

The delay of the $(n+1)-th$ arriving packet is then given by the total service time of $n+1$ packets. As the service time of each packet follows a common negative exponential distribution with mean $1/\mu_p$, the total service time follows an Erlang-$(n+1)$ distribution with mean $(n+1)/\mu_p$. Thus the mean waiting time is yielded by:

$$W_{pu} = \frac{\rho_p/\mu_p}{1 - \rho_p}$$

and the cumulative distribution function is given by

$$F_{n+1}(t) = 1 - \sum_{k=0}^{\infty} \left(\frac{\mu_p t}{k!}\right)^k e^{-\mu_p t}, t \geq 0. \quad (5)$$

Therefore, the probability that the delay of the arriving packet exceeds the threshold $D_p$ is given by

$$P_r(d_{pu} \geq D_p) = \sum_{n=0}^{\infty} p_n [1 - F_{n+1}(D_p)]$$

By

$$= \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left(\frac{\mu_p D_p}{k!}\right)^k e^{-\mu_p D_p} (1 - \rho_p) \rho_p^n$$

$$= \sum_{k=0}^{\infty} \left(\frac{\mu_p D_p}{k!}\right)^k e^{-\mu_p D_p} (1 - \rho_p) \rho_p^n$$

$$= \sum_{k=0}^{\infty} \left(\frac{\mu_p D_p}{k!}\right)^k = e^{-\mu_p D_p} (1 - \rho_p) D_p.$$  

(6)

Considering PUs’ strict requirement in latency, we regard delay as the optimization indicator for PUs. Therefore, for the inter-slice subchannels assignment in large time period, we try to minimize the mean delay of PUs while guaranteeing the probability that the arriving packet exceeds the threshold $D_p$.

2) Small Time Slot: We consider PU slice serves N PUs, and the number of subchannels in PU slice is $L_p$. Since the subchannels are orthogonal, signal in different subchannels would not interference each other. Let $c_{n,l}$ denote the channel gain of the $n$th PU in the $l$th subchannel, $N_0$ denote the PSD of additive white Gaussian noise (AWGN) and $\Gamma = -\ln(5BER)/1.5$ is specified BER for an uncoded MQAM, then the signal-to-interference-plus-noise (SINR) for $n$th PU in $l$th subchannel is

$$H_{n,l} = \frac{c_{n,l}^2}{\Gamma N_0 W / L_p}.$$  

Then we can derive the throughput of $n$th PU over $l$th subchannel

$$r_{n,l} = \rho_n l o g(1 + p_{n,l} H_{n,l})$$

(7)

where $\rho_n l$ represents whether $l$th subchannel is assigned to $n$th PU, which is a binary variable, i.e., $\rho_{n,l} \in \{0, 1\}$; and $p_{n,l}$ denotes the power allocated to $n$th users over $l$th subchannel. The MVNO of PU slice assigns subchannel and power to PUs each small time slot $t$, $t \in \{0, 1, 2, \ldots, T\}$.

For simplification, we assume that the SINR is constant during one small time slot, and data packets of each user arrive each time slot, denoted by $A(t) = \{A_1(t), A_2(t), \ldots, A_N(t)\}$. $A(t)$ follows Poisson distribution with mean $\lambda_{pu}$ and is independent and identically distributed (i.i.d.). $Q(t) = \{Q_1(t), Q_2(t), \ldots, Q_N(t)\}$ denotes data packets stored in the queue of $n$th user, this yields

$$Q_n(t + 1) = [Q_n(t) - R_n(t)]^+ + A_n(t), \forall n$$

(8)

The arrive-departure is depicted as Fig.2.

The stability of network is guaranteed if all users’s queue stability is guaranteed, and the stability of $n$th user’s queue is guaranteed if

$$\lim_{t \to \infty} \frac{E[Q_n(t)]}{t} = 0, \forall n$$

(9)
Arrive-departure process each time slot
\[ \lambda(t) \quad Q(t) \quad \mu(t) \]

Fig. 2. Arrive-departure process of PU each time slot.

**Definition 1**: A discrete time process \( Q(t) \) is mean rate stable if
\[
\lim_{t \to \infty} \frac{E[Q(t)]}{t} = 0 \tag{10}
\]

To satisfy the QoS requirement, the probability that the queue length of each user is larger than the upper bound of queue length \( Q^{up} \) should be smaller than \( \varepsilon \), that is
\[
\lim_{t \to \infty} P\{Q_m(t) \geq Q^{up}\} \leq \varepsilon, \forall n \tag{11}
\]

Besides, each user’s throughput each small time slot is required to exceed lower bound \( R^{low} \), that is,
\[
R_n(t) \geq R^{low}, \forall n \tag{12}
\]

In small time slot, we allocate subchannels and power among PUs with various packets arrival rate and packets stored in the queue to minimize the total data packets stored in the queue while guaranteeing the QoS requirement consisting of the stability of network, the delay of each PU and the throughput of each PU each time slot.

**B. Secondary User Model**

SUs are broadband users with a stationary data rate requirement, e.g., high-definition video users and virtual reality users. We also consider the downlink transmissions. We assume that each SU requires a logical channel with a stationary \( r_s \) packets rate. Also, due to the multiplexing gain, we assume that the packet rate of each subchannel is given by
\[
\mu_{s,0} = \alpha \log(1 + \beta L_s) \tag{13}
\]

Thus, the total packet rate of the SU slice is given by
\[
\mu_s = L_s \alpha \log(1 + \beta L_s) \tag{14}
\]

Therefore, the SU slice can support total \( N_s = \mu_s / r_s \) SUs.

In each time period, the InP allocates \( L_s \) subchannels to SU slice to maximize the number of SUs that the SU slice can support. In each time slot, due to their stationary packets rate, SUs access the subchannels in a static manner.

**C. Tertiary User Model**

TUs are IoT users without strict QoS requirement in terms of capacity, latency and reliability. For simplicity, we consider the uplink transmission. Consider the limited spectrum resources, a finite buffer size \( K \) is applied and the arriving and serving process is formulated as an \( M/M/1/K \) queueing system. We consider that TU slice serve \( N_t \) TUs, thus \( n_t = N_t / L_t \) TUs are integrated in one subchannel. The TUs opportunistically access the spectrum band by using spectrum sensing technique. The sensing capability is characterized by false alarm probability \( p_f \) and mis-detection probability \( p_m \), which is assumed to be the same for all users. We assume that all users are synchronized in time slots, the packets of each TU arrive at a Poisson distribution with arrival rate \( \lambda_t \) and the transmission time of one TU packet is constant, denoted as \( 1 / \mu_t \). Also, we assume that all users have the same interference radius \( r \), i.e., any two transmitting users will interfere with each other only if their distance is within \( r \).

Consider a subchannel with total \( n_t \) users. We denote \( p_{tran} \) as the probability that a user transmits in a time slot, and \( p_{idle} \) as the probability that the band is decided to be idle during a time slot. For simplicity, we assume that detection of different user signals are independent from each other. Thus, we have
\[
p_{idle} = \left(1 - \frac{r^2}{R^2}\right) + \frac{r^2}{R^2} p_{tran} p_m + \frac{r^2}{R^2} (1 - p_{tran})(1 - p_f) \tag{15}
\]

For the Poisson process of TUs, the probability that \( n \) packets arrive at a single TU during a time slot is given by
\[
q_n = \frac{(\lambda_t / \mu_t)^n}{n!} e^{-\lambda_t / \mu_t} \tag{16}
\]

We denote \( \pi_n, n = 0, 1, \ldots \) as the steady probability that the TU has \( n \) packets in the buffer at the beginning of each time slot, and \( p_{i,j} \) as the transition probability from state \( \pi_i \) to state \( \pi_j \). Thus, we have
\[
p_{i,j} = \begin{cases} q_j & i = 0, \\ q_0 p_{idle} & i \geq 1, j = i - 1, \\ q_{j-i+1} p_{idle} + q_{j-i} (1 - p_{idle}) & i \geq 1, j \geq i, \\ 0, & \text{others}, \end{cases} \tag{17}
\]

and the corresponding transition matrix is defined as
\[
P = \begin{bmatrix} p_{0,0} & p_{1,0} & p_{2,0} & \cdots \\ p_{0,1} & p_{1,1} & & \cdots \\ p_{0,2} & & & \cdots \\ \vdots & & & & \end{bmatrix}. \tag{17}
\]

Thus, we have that the steady probability vector \( \pi = (\pi_0, \pi_1, \ldots)^T \) satisfies
\[
\pi P = \pi, \tag{18}
\]

and
\[
\pi 1 = 1, \tag{19}
\]

where \( 1 = (1, 1, \ldots)^T \). Combining equations (18) and (19), the steady probability \( \pi_n \) can be numerically calculated as a function of \( p_{idle} \), i.e., \( \pi_n(p_{idle}) \), and thus, as a function of \( p_{tran} \), i.e., \( \pi_n(p_{tran}) \). Note that the probability that the user needs to transmit in a time slot is given by \( 1 - \pi_0 \). We have
\[
(1 - \pi_0)p_{idle} = p_{tran} \tag{20}
\]

Therefore, \( p_{tran} \) can be numerically calculated from (20).

For any TUs, the probability that the band is correctly decided to be idle is given by
\[
p_{idle}^s = \left(1 - \frac{r^2}{R^2}\right) + \frac{r^2}{R^2} (1 - p_{tran})(1 - p_f) \tag{21}
\]
The throughput of each TU is then given by
\[ r_t = \lambda_t \cdot (1 - \pi_t) \cdot p_{idle}. \]  
(22)

Consider one TU, the occupy rate is \( \rho_t = \lambda_t / r_t \). For any packets arriving, the probability that there are \( n \in [0,K] \) packets in the buffer is given by
\[ w_n = \rho_t^n \cdot \left( \frac{1 - \rho_t}{1 - \rho_t^K} \right), 0 \leq n \leq K. \]  
(23)

Thus average date drop probability of TU is
\[ Pr\{d_{tu}^n\} = w_K. \]  
(24)

In each time period, to guarantee the performance of TU packets, the InP allocate subchannels to TU slice to guarantee the average data drop rate of TUs. In each time slot, each TU senses the subchannel which it belongs to and accesses the subchannel with probability \( p_{tran} \).

### D. Problem Formulation

The resource allocation problem is decomposed into inter-slice subchannels assignment in large time period and intra-slice subchannels and power scheduling in small time slot.

1) Large Time Period: In large time period, the InP assigns subchannels to PU, SU and TU slice to optimize the performance of network. We try to minimize the average delay of PUs and maximize the number of SUs that the SU slice can support while guaranteeing the delay requirement of PUs and the average packet drop rate of TUs. The optimization task can be formulated as follows:

\[
OP1 \quad \max_{L_P, L_s, L_t} \left[ W_{pu}, N_{su} \right]
\]
\[ s.t. \quad C_1 : Pr\{d_{pu} \geq D_p\} \leq P_p, \]
\[ C_2 : Pr\{d_{su} \leq \varepsilon\}, \]
\[ C_3 : L_p + L_s + L_t \leq L, \]
(25)

where \( W_{pu} \) and \( N_{su} \) represent the average delay of PUs and the number of SUs that the SU slice can support respectively; \( C_1 \) means the probability that PUs’ delay \( d_{pu} \) exceeds delay threshold \( D_p \) is not larger than the probability threshold \( P_p \). \( C_2 \) informs that the average data drop rate of TUs can not be larger than the threshold \( \varepsilon \). \( C_3 \) indicates the spectrum resources constraint. To convert this multi-objective optimization into single-object optimization, we apply a linear weighted sum method, then the utility function is converted into \( u = -\alpha \cdot W_{pu} + \alpha_s \cdot N_{su} \), where the weighted factors \( \alpha \) and \( \alpha_s \) represent the importance of PU and SU utility respectively. Considering the magnitude of delay and numbers of SUs, the average delay of PUs and the numbers of SU that the SU slice can support are normalized to an order of magnitude before summing up, i.e. \( W_{pu} \) and \( N_{su} \).

Consider the range of possible solution to guarantee the QoS requirement is not so large, we adopt enumeration method to derive the optimal result, whose complexity is \( O(L^2) \).

2) Small Time Slot : In each small time slot, SUs access the spectrum in a static manner and TUs access the spectrum opportunistically by cognitive radio. For PU slice, we try to minimize the total queue length of PUs while guaranteeing the QoS requirement of PUs and total transmission power budget of PU slice. Mathematically, the optimization problem is described as follows,

\[
OP2 \quad \min_{p_{n}, p_{n,l}} \sum_{n=1}^{N_p} Q_n(t)
\]
\[ s.t. \quad C_1 : \lim_{t \to \infty} E\{Q_n(t)\} = 0, \forall n \]
\[ C_2 : \lim_{t \to \infty} Pr\{Q_n(t) \geq Q_{up}\} \leq \varepsilon, \forall n \]
\[ C_3 : R_n(t) \geq R_{low}, \forall n \]
\[ C_4 : \sum_{n=1}^{N_p} L_{n,l} \leq P_p, \]
\[ C_5 : p_{n,l} \geq 0, \forall n, \forall l \]
\[ C_6 : \sum_{n=1}^{N_p} p_{n,l} = 1, \forall l \]
\[ C_7 : p_{n,l} \in \{0, 1\}, \forall n, \forall l \]
(26)

where \( C_1 \), \( C_2 \) and \( C_3 \) guarantee PUs’ QoS requirement, among which \( C_1 \) guarantees the stability of PUs, \( C_2 \) constrains the queue length of each PU and \( C_3 \) guarantees that each PU’s throughput exceeds lower bound. \( C_4 \) and \( C_5 \) are the transmission power constraints, where \( P_p \) is the maximum allowable total power each small time slot; \( C_6 \) and \( C_7 \) inform that each subchannel cannot be shared among different users each time.

### IV. Proposed Primary User Algorithms

In this section, we introduce an efficient algorithm for PUs subchannels and power allocation problem with low complexity. First, We use lyapunov optimization to transform OP2 into an equivalent drift-plus-penalty minimization problem. Then, we propose a two-step process consisting of a heuristic subchannels allocation procedure and a fast barrier based power allocation procedure to solve the mixed integer optimization problems.

#### A. Lyapunov Optimization

Lyapunov drift-plus-penalty function introduces a time average penalty and tradeoff factor \( V \) to trade off the time average penalty with \( O(1/V) \) and average queue length with \( O(V) \) [26]. This method aims to maximize network utility subject to network stability.

According to [27], \( C_1 \) in OP2 can be satisfied if \( \lim_{t \to \infty} E\{Q_n(t)\} \leq Q_{up}, \forall n \). Considering Poisson process, we have \( E\{Q_n(t)\} = \lambda_{pu} - R_n(t) \), then \( C_1 \) in OP2 is converted into

\[
\lim_{t \to \infty} \lambda_{pu} - R_n(t) \leq Q_{up}, \forall n \]  
(27)

To tackle this constraint, we introduce virtual queue [28], evolving \( H_n(t) \) with \( H_n(t) = 0 \) and update the equation as follows,

\[ H_n(t + 1) = [H_n(t) + y_n(t)]^+, \forall n \]  
(28)

where \( y_n(t) = \lambda_{pu} - R_n(t) - Q_{up} \). Then \( Q_n(t) \) and \( H_n(t) \) are actual and virtual queues respectively.
Let $\Theta(t) \triangleq (Q(t), H(t))$, then Lyapunov function is represented as

$$L(\Theta(t)) \triangleq \frac{1}{2} \left( \sum_{n=1}^{N} (Q_n(t))^2 + \sum_{n=1}^{N} (H_n(t))^2 \right)$$  \hfill (29)

This denotes a scalar measure of queue congestion in PU slice. Larger $L(\Theta(t))$ implies larger queue backlog.

Denote $\Delta(\Theta(t))$ as the conditional Lyapunov drift in time slot $t$:

$$\Delta(\Theta(t)) \triangleq E[L(\Theta(t+1)) - L(\Theta(t))|L(\Theta(t))]$$ \hfill (30)

which depends on random channel states and control actions in reaction to channel states. Then the drift-plus-penalty function of OP2 is $\Delta(\Theta(t)) + V E\{\sum_{n=1}^{N} Q_n(t)\Theta(t)\}$.

**Theorem 1:** For general control policy, an upper bound of the drift-plus-penalty function exists, that is, $\Delta(\Theta(t)) + V E\{\sum_{n=1}^{N} Q_n(t)\Theta(t)\} \leq B - \sum_{n=1}^{N} H_n(t) R_n(t)$

$$- \sum_{n=1}^{N} (\lambda_{pu} - Q^u p_e) R_n(t) - \sum_{n=1}^{N} V Q_n(t) R_n(t)$$ \hfill (31)

Then, OP2 can be converted into

$$\max_{P_{n,l}, \rho_{n,l}} \sum_{n=1}^{N} \sigma_n(t)(\sum_{l=1}^{L} \rho_{n,l} r_{n,l})$$ \hfill (32)

s.t. $C_1: R_n(t) \geq p_{low}, \forall n$

$C_2: \sum_{n=1}^{N} \sum_{l=1}^{L} \rho_{n,l} p_{n,l} \leq P^t$

$C_3: \rho_{n,l} \geq 0, \forall n, \forall l$

$C_4: \sum_{n=1}^{N} \rho_{n,l} = 1, \forall l$

$C_5: \rho_{n,l} \in \{0, 1\}, \forall n, \forall l$

where $\sigma_n(t) = \lambda_{pu} - Q^u p_e + H_n(t) + V Q_n(t)$.

**B. Subchannel Allocation**

Due to the binary variable $\rho_{n,l}$, (32) is NP-hard with mixed integer programming. To solve this problem, we propose a heuristic subchannel allocation method to remove $\rho_{n,l}$. In the subchannel allocation process, we first allocate the total transmission power to all subchannels, i.e., $p_{n,l}^{pre} = p_{n}^{pre}/N$. Then the presetting throughput of $n$th user over $l$th subchannel is

$$r_{n,l}^{pre} = \log(1 + p_{n,l}^{pre} H_{n,l}(t))$$ \hfill (33)

Let $\Omega_{n}(t)$ denotes subchannels allocated to $n$th users in time slot $t$. We propose a heuristic subchannel allocation method to remove the integer variable. We prefer to allocate subchannel to user with larger $\sigma_n(t)$ and maximal presetting rate in this subchannel among all users. The subchannels allocation is shown in Table I.

**C. Power Allocation**

Given subchannel assignment, the optimization problem (32) is converted into

$$\max_{P_{n,l}} \sum_{n=1}^{N} \sigma_n(t)(\sum_{l=1}^{L} \rho_{n,l} r_{n,l})$$ \hfill (34)

s.t. $C_1: R_n(t) \geq p_{low}, \forall n$

$C_2: \sum_{n=1}^{N} \sum_{l=1}^{L} \rho_{n,l} p_{n,l} \leq P^t$

$C_3: \rho_{n,l} \geq 0, \forall n, \forall l$

$C_4: \sum_{n=1}^{N} \rho_{n,l} = 1, \forall l$

$C_5: \rho_{n,l} \in \{0, 1\}, \forall n, \forall l$

Eq. (34) is a convex optimization problem since the objective function is convex and all constraints are affine. Barrier method is one of standard convex optimization techniques to solve this kind of optimization problem. By introducing logarithmic barrier function with a given parameter $t$, the original problem is converted into a sequence of unconstrained minimization problems. The barrier method is decomposed into centering step and Newton step. The centering step is the outer iteration to compute the central point. With the increase of $t$, the central point is closer to the optimal solution of the original problem. The complexity of Newton method lies in the inner iteration which needs to inverse matrix with complexity $O(L^3)$.

Since the subchannels in PU slice is numerous, the complexity of the barrier method is intolerant for each time slot. We propose a fast barrier method that reduces the complexity to be linear to the number of subchannels.

Using barrier method, the optimization problem is converted into the following unconstrained minimization problem,

$$\min_{\Psi(P)} = -t f(P) + \phi(P)$$ \hfill (35)

where $\mathcal{P} = \{p_{1,1}, \ldots, p_{n,l}, \ldots, p_{N,L}\}$ is a $N \times L$ matrix, among which $p_{n,l}$ denotes the power allocated to $n$th PU over $l$th subchannel. And

$$f(P) = \sum_{n=1}^{N} \sigma_n(t) \sum_{l=1}^{L} \log(1 + p_{n,l} H_{n,l}(t))$$ \hfill (36)

$$\phi(P)$$ is the logarithmic barrier function of (34)

$$\phi(P) = -\sum_{n=1}^{N} \sum_{l=1}^{L} \log \left(\log(1 + p_{n,l} H_{n,l}(t)) - \frac{R_{low}}{t} \right)$$ \hfill (37)

$$-\log(P^t - \sum_{n=1}^{N} \sum_{l=1}^{L} p_{n,l}) - \sum_{n=1}^{N} \sum_{l=1}^{L} \log p_{n,l}$$

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SUBOPTIMAL SUBCHANNEL ALLOCATION</strong></td>
</tr>
<tr>
<td>1. Initialization:</td>
</tr>
<tr>
<td>2. Set $\Omega_n(t) = \emptyset$, $R_n = 0$, $\forall n$, $N_r = N$, $L_r = L$.</td>
</tr>
<tr>
<td>3. First Allocation:</td>
</tr>
<tr>
<td>4. while $N_r \neq \emptyset$</td>
</tr>
<tr>
<td>5. Find $n^<em>, l^</em>$ such that $\sigma_n^<em>(t) r_{n^</em>,l^*}^{pre} \geq \sigma_n(t) r_{n,l}^{pre}$, $\forall n \in N_r$, $l \in L_r$.</td>
</tr>
<tr>
<td>6. $\Omega_n(t) = \Omega_n^<em>(t) \cup l^</em>$, $N_r = N_r \setminus n^<em>$, $L_r = L_r \setminus l^</em>$.</td>
</tr>
<tr>
<td>7. end while</td>
</tr>
<tr>
<td>8. Second Allocation:</td>
</tr>
<tr>
<td>9. while $L_r \neq \emptyset$</td>
</tr>
<tr>
<td>10. Find $n^* = \arg \min_{n \in N} R_n / \sigma_n(t)$.</td>
</tr>
<tr>
<td>11. Find $l^<em>$ such that $c_{n^</em>,l^<em>}^{pre} \geq r_{n^</em>,l^*}^{pre}$, $\forall l \in N_r$.</td>
</tr>
<tr>
<td>12. $\Omega_n(t) = \Omega_n^<em>(t) \cup l^</em>$, $L_r = L_r \setminus l^<em>$, $R_n = R_n + r_{n^</em>,l^*}^{pre}$.</td>
</tr>
<tr>
<td>13. end while</td>
</tr>
</tbody>
</table>
TABLE II
THE BARRIER METHOD

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Feasible point: ( P ); Trade-off parameter: ( t &gt; 0, \mu &gt; 1 );</td>
</tr>
<tr>
<td>3. Tolerance: ( \epsilon &gt; 0, \epsilon_n &gt; 0; \alpha \in (0,1/2), \beta \in (0,1) ).</td>
</tr>
<tr>
<td>4. Outer loop: centering step</td>
</tr>
<tr>
<td>5. while: ((N + 1)/t &lt; x)</td>
</tr>
<tr>
<td>6. Update ( P^{t+1} = P ). ( P ) is computer by Newton step.</td>
</tr>
<tr>
<td>7. Inner loop: Newton step</td>
</tr>
<tr>
<td>8. Compute ( \Delta P_{nt} ) and ( \lambda^2 := -\nabla \Psi_t(P)\Delta P_{nt} );</td>
</tr>
<tr>
<td>9. while: ( \lambda^2 &gt; \epsilon_n)</td>
</tr>
<tr>
<td>10. Backtracking line research: ( s = 1)</td>
</tr>
<tr>
<td>11. while: ( \Psi_t(P + s\Delta P_{nt}) &gt; \Psi_t(P) - \alpha s\lambda^2 )</td>
</tr>
<tr>
<td>12. ( s = \beta s)</td>
</tr>
<tr>
<td>13. End while</td>
</tr>
<tr>
<td>14. Update: ( P := P + s\Delta P_{nt} )</td>
</tr>
<tr>
<td>15. End while</td>
</tr>
<tr>
<td>16. Update: ( t := \mu t )</td>
</tr>
<tr>
<td>17. End while</td>
</tr>
</tbody>
</table>

The process of barrier method is shown as Table II. In each centering step, we use Newton method to compute Newton step \( \Delta P_{nt} \), denoted as

\[
\nabla^2 \Psi(P) \Delta P_{nt} = -\nabla \Psi(P).
\] (38)

where \( \nabla^2 \Psi(P) \) is the Hessian matrix and \( \nabla \Psi(P) \) is the gradient of \( \Psi(P) \). Apparently, the complexity of computing Newton step \( \Delta P_{nt} \) by matrix inversion directly is too high, we develop a fast barrier method with lower complexity. Denote

\[
f_0 = P_{p} - \sum_{n=1}^{N} \sum_{l \in \Omega} p_{n,l},
\]

\[
f_n = R_n(t) - K_{low}, \forall n
\]

The Hessian of \( \Psi(x) \) is

\[
\frac{\partial^2 \Psi_t(P)}{\partial p_{k,n}^2} = \begin{bmatrix}
D_1 & D_2 & \cdots \\
& \ddots & \\
& & \ddots & D_N \\
\end{bmatrix} + \begin{bmatrix}
f_0 & f_0^T \\
f_0 & f_0^T \\
\vdots & \vdots \\
\end{bmatrix} + \begin{bmatrix}
f_n & f_n^T \\
\vdots & \vdots \\
\end{bmatrix} + D + \sum_{k=1}^{K} g_i g_i^T,
\]

where \( D = \text{diag}(D_1, D_2, \ldots, D_N) \) and

\[
D_n = \frac{1}{p_{n,l}} + (t + \frac{1}{f_n}) \frac{H_{n,l}^2}{(1 + p_{n,l}H_{n,l})^2}.
\]

\( K = 1 + N \) and

\[
g_i = \begin{cases}
\frac{\nabla f_0}{f_0}, & i = 1 \\
\frac{\nabla f_n}{f_n}, & n = 1, \ldots, N, i = n + 1
\end{cases}.
\]

We propose a \((K+1)\)-step iterative algorithm to compute Newton step with complexity \( O(K^2L) \). By decomposing

\[
\Lambda_i = \Lambda_{i+1} + g_{i+1} g_{i+1}^T, i = 0, 1, \ldots, K - 1.
\] (43)

where

\[
\Lambda_i = D + \sum_{j=1}^{K} g_j g_j^T, i = 0, 1, \ldots, K - 1.
\]

the Hessian matrix can be converted into

\[
\Lambda_0 = D + \sum_{i=1}^{K} g_i g_i^T
\]

(45)

where \( \Lambda_0 = \nabla^2 \Psi(P) \) and \( g_0 = -\nabla \Psi(P) \).

The fast barrier process is shown as Table III, where we derive \( K + 1 \) matrix system \( \Lambda = \Lambda_i^K g_{i+1} = g_i, i = 1, \ldots, K + 1 \).

\[
\begin{align*}
\text{Step 1:} & \quad \text{Decompose } \Lambda_0, \Lambda_0 = \Lambda_i + g_i g_i^T. \\
\text{Step 2:} & \quad \text{Decompose } \Lambda_k, \Lambda_k = \Lambda_{k+1} + g_{k+1} g_{k+1}^T. \\
\text{Step k:} & \quad \text{Decompose } \Lambda_{k+1}, \Lambda_{k+1} = \Lambda_k + g_k g_k^T.
\end{align*}
\]

TABLE III
THE FAST BARRIER METHOD

<table>
<thead>
<tr>
<th>Initialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Feasible point: ( P ); Trade-off parameter: ( t &gt; 0, \mu &gt; 1 );</td>
</tr>
<tr>
<td>3. Tolerance: ( \epsilon &gt; 0, \epsilon_n &gt; 0; \alpha \in (0,1/2), \beta \in (0,1) ).</td>
</tr>
<tr>
<td>4. Outer loop: centering step</td>
</tr>
<tr>
<td>5. while: ((N + 1)/t &lt; x)</td>
</tr>
<tr>
<td>6. Update ( P^{t+1} = P ). ( P ) is computer by Newton step.</td>
</tr>
<tr>
<td>7. Inner loop: Newton step</td>
</tr>
<tr>
<td>8. Compute ( \Delta P_{nt} ) and ( \lambda^2 := -\nabla \Psi_t(P)\Delta P_{nt} );</td>
</tr>
<tr>
<td>9. while: ( \lambda^2 &gt; \epsilon_n)</td>
</tr>
<tr>
<td>10. Backtracking line research: ( s = 1)</td>
</tr>
<tr>
<td>11. while: ( \Psi_t(P + s\Delta P_{nt}) &gt; \Psi_t(P) - \alpha s\lambda^2 )</td>
</tr>
<tr>
<td>12. ( s = \beta s)</td>
</tr>
<tr>
<td>13. End while</td>
</tr>
<tr>
<td>14. Update: ( P := P + s\Delta P_{nt} )</td>
</tr>
<tr>
<td>15. End while</td>
</tr>
<tr>
<td>16. Update: ( t := \mu t )</td>
</tr>
<tr>
<td>17. End while</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS

We verify our proposed multi-scale hierarchical resource management scheme via numerical experiment. Consider an OFDM-based wireless virtualization network, where all users are located in a circle area with radius 20km. The path loss exponent is 4, the variance of shadowing effect is 10dB and the amplitude of multipath fading is Rayleigh. The simulation parameters are given in Table IV, including the packet arrival rate \( \lambda_p \), the weighted factor \( \alpha_p, \alpha_s \), the false alarm and misdetection probability \( p_f, p_m \), and the tradeoff factor \( V \) in Lyapunov drift-plus-penalty function.

Firstly, we study the performance of PUs in time slot. In Fig. 3, the average queue length of PUs is shown as a function of small time slot with the tradeoff factor \( V \) taking the value of 1, 10 and 30 respectively. We can see that as time goes on, the general trend of average queue length converges, with light fluctuation in a narrow range. The average queue length fluctuates because of the changing arrival rate each time slot.

Besides, with the increase of tradeoff factor \( V \), the queue length converges to a small value at a faster rate due to the preference for the objective function, which indicates the tradeoff between average queue length of PUs and the network stability.
average queue length increases due to the limited capacity. The capacity of resources in PU slice is implied by the slope of queue length. Besides, for small arrival rate, the difference of convergence of average queue length with $V = 1$ and $V = 80$ is slight, that’s because the system capacity is enough for small arrival rate, so that the impact of tradeoff is slight.

Then we study how the weighted factors of PUs and SUs impact the performance of PUs and SUs. Fig. 5 shows the convergence of average queue length of PUs and the number of SUs that SU slice can support as a function of weighted factor $\alpha_p$. It’s obvious that with the increase of $\alpha_p$, the average queue length of PUs and the number SUs that SU slice can support decrease, while the slope of PU’s queue length becomes smaller and smaller and the slope of SUs supported becomes larger and larger. That is because with the increase of $L_p$, the expected delay of PU decreases sharply and then stabilizes in a small value, while the SUs that the SU slice can support decreases at a constant speed.

Finally, we investigate the impact of TUs’ spectrum sensing capacity to system performance. Fig. 6 informs the delay of PU and the number of SUs that the SU slice can support as a function of $\alpha_p$ with $p_m = 0.01$. It can be seen that as the increase of false alarm probability, the performance of PUs and SUs decrease with a smaller slope when $p_f$ is small and a larger slope when $p_f$ is large. Especially when $p_f > 0.1$, the network performance declines dramatically until the delay of PUs increases to infinity and the number of SUs that SU slice can support decreases to zero.

Fig. 7 illustrates the delay of PUs and the number of SUs that the SU slice can support as a function of $p_m$ with $p_f = 0.01$. When the mis-detection probability is small, the performance of PUs and SUs decrease lightly as the increase of $p_m$. When the mis-detection probability is large, the number of SUs that the SU slice can support decreases dramatically to zeros while the delay of PUs improves and then degenerates. That is because the number of necessary TU subchannels with increasing $p_m$ under guaranteed data drop rate increases not so dramatically compared with the number of TU subchannels.

---

**TABLE IV
SIMULATION PARAMETERS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 10$ km</td>
<td>Interference range of TUs</td>
</tr>
<tr>
<td>$L = 400$</td>
<td>Total number of subchannels</td>
</tr>
<tr>
<td>$\mu = 10$</td>
<td>Capacity of a subchannel to support TUs</td>
</tr>
<tr>
<td>$\lambda_p = 400$</td>
<td>Total arrival rate of PU packets</td>
</tr>
<tr>
<td>$r_p = 1$</td>
<td>Stationary packets rate SUs</td>
</tr>
<tr>
<td>$\lambda_t = 0.05 \times 10^5$</td>
<td>Arrival rate of TU</td>
</tr>
<tr>
<td>$D_p = 3$</td>
<td>Delay threshold of PUs</td>
</tr>
<tr>
<td>$P_f = 0.2$</td>
<td>Probability threshold of PUs</td>
</tr>
<tr>
<td>$N_T = 3000$</td>
<td>Total number of TUs</td>
</tr>
<tr>
<td>$\varepsilon_T = 0.01$</td>
<td>Data drop rate threshold of TUs</td>
</tr>
<tr>
<td>$p_m = 0.001$</td>
<td>Mis-detection probability</td>
</tr>
<tr>
<td>$p_f = 0.01$</td>
<td>False alarm probability</td>
</tr>
<tr>
<td>$N_0 = 10^{-13}$ W</td>
<td>Noise power</td>
</tr>
<tr>
<td>$P_T = 10^{-3}$ W</td>
<td>Power constraint of PUs</td>
</tr>
<tr>
<td>$N = 50$</td>
<td>Number of PUs</td>
</tr>
<tr>
<td>$\lambda_{pu} = 8$</td>
<td>Arrival rate of PUs</td>
</tr>
<tr>
<td>$R_{low} = 2$</td>
<td>Throughput lower bound of PUs</td>
</tr>
</tbody>
</table>

---

Fig. 3. The average queue length of PUs as a function of time slot with tradeoff factor $V$ changing from 1 to 30.

Fig. 4. The convergence of average queue length of PUs as a function of the arrival rate with tradeoff factor $V = 1$ and $V = 80$.

Fig. 5. The convergence of average queue length of PUs and the number of SUs that SU slice can support as a function of weighted factor $\alpha_p$.
method for power allocation with nearly linear complexity. Simulation results show the effectiveness and the efficiency of our proposed method. However, we do not fully consider the fairness among users in each slice, which should be investigated in future work.

**APPENDIX**

**Proof of Theorem 1**

For $Q_n(t)$, since

$$[[Q - R] + A]^2 \leq Q^2 + R^2 + A^2 - 2Q(R - A)$$

we can derive that

$$Q_n(t + 1)^2 \leq Q_n(t)^2 + R_n(t)^2 + A_n(t)^2 - 2Q_n(t)(R_n(t) - A_n(t)), \forall n$$

Applying to all PU slice users, we can obtain that

$$\frac{1}{N} \sum_{n=1}^{N} Q_n(t + 1)^2 - Q_n(t)^2 \leq \frac{1}{N} \sum_{n=1}^{N} R_n(t)^2 + A_n(t)^2 - \sum_{n=1}^{N} Q_n(t)(R_n(t) - A_n(t))$$

Similarly, for $H_n(t)$, we can derive that

$$\frac{1}{N} \sum_{n=1}^{N} H_n(t + 1)^2 - H_n(t)^2 \leq \frac{1}{N} \sum_{n=1}^{N} y_n(t)^2 + \sum_{n=1}^{N} H_n(t)y_n(t)$$

Summing up (48) and (49) yields

$$L(\Theta(t + 1)) - L(\Theta(t)) \leq \frac{1}{N} \sum_{n=1}^{N} R_n(t)^2 + A_n(t)^2 + \frac{1}{N} \sum_{n=1}^{N} y_n(t)^2 - \sum_{n=1}^{N} Q_n(t)(R_n(t) - A_n(t)) + \sum_{n=1}^{N} H_n(t)y_n(t)$$

Then the drift-plus-penalty function can be represented as

$$\Delta(\Theta(t)) + VE\{\sum_{n=1}^{N} Q_n(t)(\Theta(t))\} \leq B - \sum_{n=1}^{N} (\lambda_\text{pu} - Q^{ur}_\text{pu}) R_n(t) - \sum_{n=1}^{N} H_n(t)R_n(t)$$

where

$$B = \sum_{n=1}^{N} (\lambda_\text{pu} - Q^{ur}_\text{pu})^2 + \frac{1}{2} R_n(t)^2 + \sum_{n=1}^{N} H_k(t)(\lambda_\text{pu} - Q^{ur}_\text{pu}) + \sum_{n=1}^{N} R_n(t)^2 + A_n(t)^2 + V \sum_{n=1}^{N} Q_n(t)A_n(t)$$
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